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Abstract

Supersonic ejectors are widely used in a range of applications such as aerospace, propulsion and refrigeration. The primary inter-

est of this study is to set up a reliable hydrodynamics model of a supersonic ejector, which may be extended to refrigeration

applications.

The first part of this work evaluated the performance of six well-known turbulence models for the study of supersonic ejectors.

The validation concentrated on the shock location, shock strength and the average pressure recovery prediction. Axial pressure

measurements with a capillary probe performed previously [Int. J. Turbo Jet Engines 19 (2002) 71; Conference Proc., 10th Int.

Symp. Flow Visuzlization, Kyoto, Japan, 2002], were compared with numerical simulations while laser tomography pictures were

used to evaluate the non-mixing length. The capillary probe has been included in the numerical model and the non-mixing length has

been numerically evaluated by including an additional transport equation for a passive scalar, which acted as an ideal colorant in the

flow. At this point, the results show that the k–omega–sst model agrees best with experiments.

In the second part, the tested model was used to reproduce the different operation modes of a supersonic ejector, ranging from

on-design point to off-design. In this respect, CFD turned out to be an efficient diagnosis tool of ejector analysis (mixing, flow sep-

aration), for design, and performance optimization (optimum entrainment and recompression ratios).

� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Supersonic ejectors are simple mechanical compo-

nents (Fig. 1), which generally allow to perform the mix-

ing and/or the recompression of two fluid streams. The

fluid with the highest total energy is the motive or pri-
mary stream (stream 1 in Fig. 1), while the other, with

the lowest total energy (stream 2) is the secondary or

the induced stream. Operation of such systems is also
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quite simple: the motive stream (high pressure and tem-

perature) flows through a convergent divergent nozzle to

reach supersonic velocity. By an entrainment-induced

effect, the secondary stream is drawn into the flow and

accelerated. Mixing, and recompression of the resulting

stream then occurs in a mixing chamber, where complex
interactions take place between the mixing layer and

shocks. In other words, there is a mechanical energy

transfer from the highest to the lowest energy level, with

a mixing pressure lying between the motive or driving

pressure and the induction pressure.

Ejectors for compressible fluids are not new and have

been known for a long time. These are mechanical com-

ponents that have found many applications in engineer-
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Fig. 1. Ejector geometry.

Nomenclature

q density

ui velocity
u0i fluctuating velocity

P pressure

sij stress tensor

a thermal conductivity

l dynamic viscosity

E total energy

y+ wall coordinate

k turbulent kinetic energy

C passive scalar

m mass flow rate

Subscripts

1 primary inlet

2 secondary inlet

3 outlet

eff effective

i, j,k space components
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ing. In aerospace engineering, they are used for altitude

testing of a propulsion system by reducing the pressure

of a test chamber (Roshke et al., 1962). The pumping ef-
fect is also used to mix exhaust gases with fresh air in or-

der to reduce the thermal signature (Zhou et al., 2000).

A most-researched area is the ejector application for

thrust augmentation on aircraft propulsion systems (Al-

perin and Wu, 1983a; Alperin and Wu, 1983b).

Our primary interest in this paper is the use of super-

sonic ejectors in refrigeration. In view of the numerous

publications available on this subject, it is perhaps one
of the most important application areas for ejectors. A

good overview of the different applications in this field

may be found in the review article by Sun and Eames

(1995). Ejectors may either totally replace mechanical

compressors or simply be used for cycle optimization

(Aidoun and Ouzzane, in press). In this particular case,

they have become the focus of renewed interest for many

scientists, in an attempt to develop energy efficient and
environment-friendly techniques, in response to current

practices, responsible for environmental damages such

as ozone depletion or global warming.

Many theoretical and experimental studies were per-

formed in order to understand not only the fundamental

mechanisms in terms of fluid dynamics and heat trans-

fer, but also ejector operational behaviour. Neverthe-
less, most of them relied on semi-empirical or one-

dimensional models. Keenan and Newman (1946) and

Keenan et al. (1950) set the first step by their 1-D model
for air with constant area mixing and later with the con-

cept of constant pressure mixing still used today. Mun-

day and Bagster (1977) introduced the fictive throat to

explain the characteristic ejector maximum capacity lim-

itations. This kind of models was later applied to refrig-

erants and the fictive throat was placed in the constant

area zone (Huang et al., 1999). Very recently, Ouzzane

and Aidoun (2003) proposed a one-dimensional model
allowing to track flow conditions along the ejector. In

their study, fluid properties were evaluated by using

NIST (1980) subroutines for equations of state of

refrigerants.

Despite their usefulness and the remarkable progress

they provided for the general understanding of ejectors,

this kind of studies were unable to correctly reproduce

the flow physics locally along the ejector. It is the under-
standing of local interactions between shock waves and

boundary layers, their influence on mixing and recom-

pression rate, that will allow a more reliable and accu-

rate design, in terms of geometry, refrigerant type and

operation conditions. A way of achieving this objective

at a reasonable cost is through CFD. Numerous

CFD studies (Riffat et al., 1996; Chen et al., 1994;
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Wang and Chen, 1996; Riffat and Everitt, 1999; Riffat

and Omer, 2001; Desevaux and Aeschbacher, 2002; Des-

evaux et al., 2002) about supersonic ejectors have been

achieved since the 1990s. However, some very funda-

mental problems have yet to be overcome, especially

the modeling of shock-mixing layer interaction or ejec-
tor operation at different conditions. Indeed, some of

them did not consider compressibility (Riffat et al.,

1996) or turbulence (Chen et al., 1994; Wang and Chen,

1996). Moreover, even if some experimental compari-

sons were performed, they just dealt with global param-

eters and no local validations were achieved. Most of

them used a relatively poor mesh resolution preventing

any attempts to track shocks (Riffat et al., 1996; Riffat
and Everitt, 1999; Riffat and Omer, 2001). In cases

where turbulence was taken into account, no experimen-

tal validations or any justifications on the use of a par-

ticular model were carried out, except CPU cost. Very

recently, Desevaux and Aeschbacher (2002) and Dese-

vaux et al. (2002) obtained some local pressure measure-

ments along the ejector with a capillary tube, and flow

visualizations with laser tomography. The authors com-
pared the results with their simulations by adjusting the

pressure in the vacuum chamber or the secondary mass

flow rate to reproduce ejector operation reasonably

well. They concluded in this case that the standard k–

epsilon model gave acceptable results compared to

measurements.

As it is often the case in transonic compressible flows

involving shock reflections and shock-mixing layer inter-
action, the choice of the turbulence model (Bartosiewicz

et al., 2003) and grid refinements are crucial points. In

addition, when measurements are performed, their influ-

ence should be evaluated or included in the model. Con-

sequently, this paper aims at validating the choice of a

turbulence model for the computation of supersonic

ejectors in refrigeration applications. In order to limit

the complexity of the model and to be able to use the
available experimental data, air has been used as a

working fluid. Six turbulence models, namely k–epsilon,

realizable k–epsilon, RNG–k–epsilon, RSM and two

k–omega have been tested and compared with measure-

ments of Desevaux and Aeschbacher (2002) and Dese-

vaux et al. (2002). The effect of the capillary tube has

been also numerically evaluated. Later, the validated

model has been used to qualitatively predict operation
modes of a supersonic ejector, initially designed for

refrigeration.
2. Modeling approach

2.1. Governing equations

The flow in the ejector is governed by the compressi-

ble steady-state axisymmetric form of the fluid flow con-
servation equations. For variable density flows, the

Favre averaged Navier–Stokes equations are more suit-

able and will be used in this work. The total energy

equation including viscous dissipation is also included

and coupled to the set with the perfect gas law. The ther-

modynamics and transport properties for air are held
constant; their influence was not found to be significant

with the validation runs. The governing equations can

therefore be written in their compact Cartesian form:

oq
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Although the steady state is desired, the unsteady
term is conserved since from a numerical point of view,

governing equations are solved with a time marching

technique (see algorithm section).

2.2. Turbulence modeling

Most of the turbulence models used in this paper rely

on the Boussinesq hypothesis. It means that they are
based on an eddy viscosity assumption, which makes

the Reynolds stress tensor coming from equation aver-

aging, to be proportional to the mean deformation rate

tensor:

�qu0iu
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The advantage of this approach is the relatively low

computational cost associated with the determination

of the turbulent viscosity. However, the main drawback

of this hypothesis is the assumption that the turbulence is

isotropic. The k–epsilon, RNG–k–epsilon and k–omega
models are based on this hypothesis. Only the Reynolds

stress model (RSM), tested in this study does not rely on

this assumption, but the associated CPU cost may be

relatively high. This latter, has been successfully used

for supersonic jets and it is presented in Bartosiewicz

et al. (2002). Based on our simulation results, RNG

and k–omega–sst models appear to be very promising

for ejector analysis. They are therefore described in
more detail. The description of the other models listed

can be found in Wilcox (1994).
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2.2.1. The RNG-k–epsilon model (RNG)

The RNG model is derived from the exact Navier–

Stokes equations, using a mathematical technique called

‘‘ReNormalization Group’’. The transport equation for

epsilon differs from the standard model by new analyti-

cally determined constants and a new term:

o

oxi
ðqeuiÞ¼

o

oxj
aeleff

oe
oxj

� �
þC1e

e
k
Gk �C2eq

e2

k
�Re ð7Þ
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1þ bg3

e2

k

g ¼ Sk=e

g0 ¼ 4:38; b ¼ 0:012

ð8Þ

where Gk, YM, and S are respectively the production of

turbulence kinetic energy due to velocity gradients

(Launder and Spalding, 1972), the contribution of dila-

tation–dissipation in compressible turbulence, and the

modulus of the mean strain tensor. As a result, for

weakly strained flow (g 	 g0), this additional term has
no contribution, and RNG tends to give comparable re-
sults than the k–epsilon model. But in regions of large

strain rate (g > g0), the Re term may have a significant

contribution, which yields a lower turbulent viscosity

than the standard k–epsilon model. In addition, the in-

verse effective Prandtl numbers a are computed using
analytical formula derived by the RNG theory (Chou-

dhury, 1993). In the same way, the model constants

are also derived analytically: C1e = 1.42, C2e = 1.68.
The eddy viscosity is computed using the classical rela-

tion with Cl = 0.0845:

lt ¼ qCl
k2

e
ð9Þ
2.2.2. The standard and sst–k–omega models

This approach was first proposed by Wilcox (1988)

and consists in replacing the equation for epsilon by a

transport equation for x = e/k. This equation, in the
case of the standard formulation is

o
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where Gx and Yx are the production and the dissipation

of omega respectively. The former has the same form

than the k–epsilon model and is then also evaluated in
a manner consistent with the Boussinesq hypothesis

(Wilcox, 1988). The latter includes the compressibility

effects and will be further explained. The turbulent vis-

cosity is evaluated by combining k and x:

lt ¼ a
 qk
x

ð11Þ
where the coefficient a* is a function of the turbulence
Reynolds number, and provides a damping of the turbu-

lent viscosity in low Reynolds regions. In high Reynolds

regions, a* = 1. This model works very well inside the
boundary layer, but it has to be abandoned in the wake

region and outside. The reason is that the standard
k–omega model has a very strong sensitivity to the

freestream conditions (Menter, 1992).

The shear stress transport (SST) version (Menter,

1994) of the k–omega model overcomes this deficiency

because it is based on a blending approach. Indeed, to

achieve the different desired features, the standard k–

epsilon, turned into a k–omega formulation, is used

from the wake region and outside; while the original
model is used in the near wall region. To perform these

features, a blending function F1 is designed to be one in-

side the boundary layer and to change gradually to zero

in the wake region. The resulting equation for x is

o
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The term Dx comes from the transformation of the

k–epsilon model into a k–omega model (Menter,

1994). It can be view as an additional cross-diffusion

term. Details on the expressions of F1 and Dx are pro-

vided in Menter (1994). In addition, the eddy viscosity

is redefined so as to take into account the transport of

the principal turbulent shear stress (Menter, 1994).

2.2.3. Wall functions

When appropriate, standards logarithmic wall func-

tions are considered. Special care is given to the first cell

location, by a local adaptation following y+, such as

y+ 6 30. If y+ < 11, the classical linear law is taken for

the sublayer. This treatment is consistent with the use

of standard wall functions.

2.3. Algorithm

The governing equations are solved using the com-

mercial CFD package FLUENT. In this respect, they

are discretized using a control volume technique. For

all equations, convective terms are discretized using a

second-order upwind scheme: inviscid fluxes are derived

using a second order flux splitting (Roe, 1981, 1986),
achieving the necessary upwinding and dissipation close

to shocks. The interface flux is determined by separate

terms, which depends on the upstream and downstream

sides of the face, so that the information passed through

the face contains the flow characteristics. Diffusion

terms are always cast into a central difference form.

The resulting system is time-preconditioned, in order

to overcome the numerical stiffness encountered at
low Mach number. The discretized system is solved in
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a coupled way with a Block Gauss Seidel algorithm. The

time marching procedure uses a first-order implicit Euler

scheme. In a second step, other scalar equations such as

turbulence are solved in a segregated fashion.

2.4. Numerical accuracy and convergence

The criterion for assessing convergence was based on

the root mean square of the density residues expressed

by:

Rð1Þ ¼
XN
i¼1

o1
ot

� �2
i

" #1=2
ð13Þ

where N is the number of grid points and 1 is the varia-
ble considered to check (mass, energy, momentum, etc.),
e.g. the mass conservation is based on the density resi-

dues. Generally, computations are stopped when resi-

dues fall below 1 · 10�6 and when the solution was no
longer changing.

In addition, at convergence, the mass imbalance is

checked on each inlet and outlet boundaries:P
min �

P
moutP

min

				
				 6 1� 10�5 ð14Þ

Because a time marching solver is used, the required

time step is set owing to a Courant–Friedrichs–Lewy

(CFL) condition that ensures the acoustic waves and

flow physics are properly tracked by the solver. During

first iterations the CFL is set to 0.5 because changes in

the solution are highly non-linear, and it is adjusted

along iterations as the solution progresses. Its maximum

value may be larger than 1 due to the implicit nature of
the time discretization. In addition, an adaptative

unstructured mesh is used to better track shock waves

and gradients. For each case, a grid convergence study

is performed to get minor differences between the final

and the previous adaptation step, typically less than 5.
Fig. 2. Experiment
3. Experimental setup

3.1. Flow facility

The experimental installation is schematized in Fig. 2.

A screw compressor of sufficient capacity is used to en-
sure the continuous operation of the ejector. Com-

pressed air (at a maximum pressure of 8 bar) is filtered

to remove large particles such as dust, and compressor

oil droplets. The compressed air is then directed towards

an air reservoir, which is connected to the entrance of

the primary nozzle of the ejector just after passing

through a pressure control valve to adjust the primary

stagnation pressure P1. The induced fluid is air taken
from the surrounding atmosphere. The induced mass

flow rate m2 can be regulated by means of a valve lo-

cated at the entrance of the aspiration duct. Apparatus

installed on the primary and secondary air circuits for

measurement of stagnation pressures and flow rates is

also shown in Fig. 2.

3.2. Centerline pressure measurement system

Static pressure measurements along the ejector cen-

terline were performed by means of a sliding measuring

system (Desevaux et al., 1994). The probe, as shown in

Fig. 3, consists of a capillary tube (external diameter

of 1mm, internal diameter of 0.66mm) located on the

ejector axis. Static pressure is measured through a hole

of 0.3mm diameter, which crosses the tube radially,
and the value is then transmitted to an absolute pressure

transducer. The translation of the tube provides static

pressure measurements along the pseudo-shock region

(between the inlet section of the primary nozzle to the

exit section of the diffuser.

Measurements were taken for three different pres-

sures at the primary inlet: 4atm, 5atm, and 6atm respec-

tively. Concerning the comparison with the numerical
al apparatus.
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results presented in this paper, some tests were per-

formed with no induced flow but with the probe inser-

tion; and some with an induced flow without the

probe insertion, for each pressure cited above.
4. Validation

4.1. Flow physics and boundary conditions

The ejector geometry with its characteristics dimen-

sion is depicted Fig. 1. At some appropriate level of

the exit pressure (P3), the primary stream (1) is acceler-

ated through a convergent–divergent nozzle to a super-

sonic velocity. The secondary stream (2) is then drawn

by an entrainment effect. Depending on the geometrical
design, the resulting stream may reach sonic speed again

inside the constant area duct. Along this duct, the flow

follows a succession of normal and/or oblique shock

waves, also called a shock train region (Fig. 4), and

involving a pressure rise (Matsuo et al., 1999). Farther
Fig. 4. Description of the d
downstream, the pressure inside the motive stream is ad-

justed with that of the secondary stream to attenuate the

shocks until they disappear. Following this zone, the pri-

mary stream may be still supersonic as observed by

Bartosiewicz et al. (2002). In addition, it is noted that

the pressure still increases until a maximum value is

reached. This fact is consistent with one-dimensional

theory for a supersonic flow inside an adiabatic duct
with friction. The region of the total pressure rise, from

the outlet of the primary nozzle, is referred as ‘‘pseudo-

shock’’ (Matsuo et al., 1999). Downstream of this point,

the motive jet becomes subsonic and friction makes the

pressure decrease. Depending on this pressure recovery,

the flow should have sufficient energy in terms of total

pressure to reach the final pressure (P3) at the diffuser.

Further details on the different flow regions can be
found in Matsuo et al. (1999).

At inlets (labels 1 and 2 in Fig. 1), total pressures, to-

tal temperatures, and flow direction consistent with flow

characteristics (subsonic) are prescribed. At exit (label

3), the pressure is fixed when the flow is subsonic, and
ifferent flow regions.



Fig. 6. Adapted mesh around shocks and near the probe surface.
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extrapolated from interior when the flow is supersonic.

In refrigeration, this pressure is that of the condenser,

while P1 is the generator pressure and P2 is the evapora-

tor pressure. In this study all the walls are considered to

be adiabatic with no slip. For turbulence, it is considered

that inlet flows have a turbulence intensity of 5% that
matches with the value in a fully developed pipe.

4.2. Results: operation with no secondary flow

For these tests, there is no secondary inlet. The mo-

tive total pressure is successively set to 4, 5, 6atm, and

the total temperature is kept constant at 300K. In order

to validate the choice of the turbulence model, the case
for P1 = 5atm is taken as a reference. The selected mod-

el will then be applied for other operating pressures. In

all cases, the exit pressure is kept constant equal to

P3 = 1atm.

Fig. 5 illustrates the results for the axial pressure

based on different turbulence models, plotted from the

primary nozzle outlet. It is clear that neither k–epsilon

based models (k–epsilon, R-k–epsilon or RNG) nor
RSM model are able to represent correctly the shock

reflection pattern. Numerical results almost show phase

opposition for the shock reflections. However, the qual-

itative evolution of pressure recovery is well represented.

At X = 0.14m the maximum difference in comparison

with measurements is about 6%. In addition, a difference

of 20% is observed at the outlet of the primary nozzle.

For this case, the one-dimensional theory gives a ratio
P/P1 = 0.075 at the nozzle exit. The discrepancy between

this value and the predicted numerical value is approxi-

mately 6.5%. The difference may be due to condensation

that has been observed experimentally.

In the following computations, a capillary probe is

accounted for the numerical model. This has been imple-
Fig. 5. Axial pressure vs measurements or several turbulence models.
mented by including a solid core around the axis. The
probe diameter is 1mm, and coupled heat transfer con-

ditions are applied on it. The probe changes the flow

topology, making the shock reflections become annular.

Fig. 6 shows the adapted mesh around the probe, where

it is possible to guess the location of incident and

reflected waves.

Fig. 7 presents the effect of the probe on the axial

pressure profiles in the case of the k–epsilon model
(Fig. 7a) and the RNG model (Fig. 7b). In both cases,

the correlation with measurements has significantly im-

proved, showing the probe has a noticeable effect on

the flow even if it is relatively small. Indeed the area

ratio between the probe and the mixing duct is about

1.7 · 10�2.
For the RNG model, the improvement is even better,

because the reflections phase is in excellent agreement
with measurements (Fig. 7b). The effect of adaptation

is also demonstrated where sharper shock can be ob-

served. In addition, it is observed that errors are more

important in expansions than in compressions. For the

former the difference is about 10%, while for the latter

it is 35–50%. Once again, the presence of condensation

in the flow may inhibit compressibility effects by smooth-

ing out the shock and expansion waves. However, fur-
ther investigations are thought to be necessary and will

be performed in order to check this hypothesis. Never-



Fig. 7. Effect of the probe on computational results.

Fig. 8. Comparison between the RNG and the two k–omega models.
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theless, shock locations and the average pressure recov-
ery seem to be correctly represented by the RNG model.

For all the other turbulence models, the modeling of

the pressure probe provided clear improvement over the

computations without the probe insertion, but their

performance was lower than that of the RNG.

Fig. 8 compares the performance of the two k–omega

models with that of the RNG. The standard k–omega

model over-predicts shock amplitude, and fails in
predicting shock location after the fourth peak. This

confirms observations of Menter (1992) on the use of k–

omega model outside boundary layers. The k–omega–

sst model gives comparable results to those of RNG,

but it tends to under-predict the average line of pressure

recovery after the fifth compression. Farther down-

stream (not shown), both models give the same pressure.

However additional tests are required to check which
model performs better for ejector modeling.
Two other motive pressures have been tested for these

two turbulence models. Fig. 9 shows results for

P1 = 4atm (a) and P1 = 6atm (b). For P1 = 4atm, the

jet issuing from the primary nozzle is strongly overex-

panded, the first compression is strong. For P1 =

6atm, it becomes underexpanded and the flow firstly

proceeds to an expansion. The first compression is

smoothed because it occurs in the more confined mixing
duct. For P1 = 4atm, shock locations are in very good

agreement with experimental data. The same discrep-

ancy is observed for expansion amplitudes. Measure-

ments are still a little more dissipative compared to

numerical results. However, pressure recovery is very

well predicted, although the sst–k–omega model tends

to under-predict the average line of pressure before

eventually reaching the same value (Fig. 9a).
For P1 = 6atm (Fig. 9b), shock locations are also well

represented, even though the dissipation effect of meas-

urements is more pronounced downstream of X = 0.1m.

The two first shocks are under-predicted, and the model

fails to predict the location of the second shock as accu-

rately as for the remaining shocks. In addition the total

pressure available at X = 0.14m is larger for the strongly

overexpanded case of P1 = 4atm, positively impacting
on ejector operation in case of refrigeration applica-

tions. However, additional studies are needed to investi-

gate about optimal ejector operation and design.

4.3. Preliminary validation for an induced flow ejector

In this part, the secondary mass flow rate is experi-

mentally kept constant (m2 = 0.028kg/s) by means of a
control valve. In the model, the mass flow rate is also

fixed, the secondary pressure being computed to match

this flow rate is compared with experimental data. In

these tests, the capillary pressure probe is removed from



Fig. 9. Centerline pressure for P1 = 4atm and P1 = 6atm.

Table 1

Non-mixing length and secondary pressure

P1 (atm) 4 5 6

P2 (measured) (atm) 0.78 0.68 0.4

P2 (computed) (atm) 0.61 0.52 0.4

lm (measured) (m) 0.13 0.17 0.21

Measurement error (+/� %) 15 12 9.5

lm (computed) (m) RNG 0.16 0.18 0.21

lm (computed) (m) k–omega–sst 0.14 0.17 0.21

Error/measurements (%) (RNG) 23 6 0

Error/measurements (%) (k–omega–sst) 8 0
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the ejector, and a laser tomography facility is used to

visualize the flow in the mixing duct. Details of this tech-

nique can be found in Desevaux and Aeschbacher (2002)

and Desevaux et al. (2002). From these visualizations, it

is possible to establish the non-mixing length between

the core and the secondary flows: The core of the flow

is darker than the fringes and the outer flow. As a

numerical tracer, a passive scalar is used for comparison
with the laser tomography pictures. For a scalar C the
steady state transport equation can be written:

oqCuiC
oxi

¼ o

oxi
lC

oC
oxi

� �
ð15Þ

where qC = q and lC = ll + lt = leff. This tool gives
qualitative information about the mixing regions (length

of non-mixing), and even about the quality (under cer-

tain conditions) of mixing by checking C values. At
the primary inlet C = 0 is fixed, while C = 1 is prescribed
at the secondary inlet. Finally, walls are considered

non-permeable to this numerical colorant.

Table 1 illustrates results for the computed secondary

pressure P2 and for the non-mixing length. The non-

mixing length is numerically evaluated by the location

at which C starts to increase from zero. Both models
give comparable results concerning the secondary pres-
sure P2. It is shown that for P1 = 6atm the agreement

with experimental data is excellent for both the second-

ary pressure and the non-mixing length. For P1 = 5 and

P1 = 4atm the models under-predict P2 of 23% and 24%

respectively. It is also shown that the k–omega–sst gives

better performance for the prediction of the non-mixing

length. This parameter is very important in the design

of ejectors in refrigeration.
5. Modeling ejector operation

In this part, the ejector dimensions have been modi-

fied in accordance with Ouzzane and Aidoun (2003).

In this case, the ejector was essentially designed for

refrigeration applications even though air is taken as
the working fluid in the present paper. The following

sections will be focussed on the modeling of ejector

operation over a wide range of operating conditions.

At this point, it may be needed to define the terms

‘‘on-design’’ and ‘‘off-design’’. For fixed geometry and

compression ratio (P3/P1), the on-design point is defined

by the conditions giving the maximum entrainment ratio

for this pressure, e.g. the critical point in Fig. 10. If
the maximum entrainment ratio is desired whatever

the backpressure, the on-design region is given by

P 3 6 P 

3 (Fig. 10). Both cases require that not only the

primary nozzle is chocked, but also the secondary,

which means the secondary stream must reach sonic

condition. However, in a real case, P3 is generally fixed

by the system or by the operating conditions prevailing

downstream (condenser pressure in refrigeration appli-
cations). The purpose is then to find operating condi-

tions (for the primary stream) and the geometrical

design providing a maximum secondary mass flow rate

for a given P2.



Critical point

Critical mode
Subcritical

mode Malfunction

P3* P3
0 P3

Off-designPossible on-design
operation

m2 m1

Fig. 10. The different modes of operation for a supersonic ejector.

Fig. 11. Entrainment ratio and ejector chocking.
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For cases where the secondary flow is not choked, the

secondary mass flow rate and the backpressure P3 are
closely coupled in such a way that the ejector perform-

ance is strongly sensitive to these parameters. This case

is called the off-design mode (Fig. 10) where a slight

change in the backpressure may involve a strong de-

crease of the entrainment ratio. In some cases, if P3 is

too high compared to the total pressure of the flow, se-

vere backflows may occur and the ejector does not work

properly (ejection of flow at the secondary inlet and/or
backflow at outlet).

5.1. Modeling the different modes of operation

This section assesses the ability of CFD to represent

the different modes of supersonic ejector operation,

from the malfunctioning to the on-design mode. In this

respect, the pressures downstream and at the secondary
inlet were fixed in order to guarantee the desired com-

pression rate:

P 3 ¼ 1 atm

P 2 ¼ 0:5 atm
P 3
P 2

¼ 2

ð16Þ

The motive pressure (P1) is then changed so as to

sweep a wide range of operating conditions. For each

case, the secondary mass flow rate is computed. The re-

sults for the nine tested ratios of (P1/P2) are plotted in

Fig. 11.

For P1/P2 = 3 and P1/P2 = 4, the ejector does not

work properly: some fluid is rejected from the secondary
inlet instead of being drawn. In the first case, a straight

shock occurs in the primary nozzle. The flow down-
stream becomes sonic and the information on the back-

pressure is transmitted through the entire flow. As a

result of an adverse pressure gradient at the secondary

inlet, an outflow is then provoked. For the second case,

the primary nozzle is fully supersonic, but conditions at

its outlet are highly overexpanded, resulting in a strong

shock or a Mach disk right downstream of the nozzle

exit, in the supersonic jet. The flow becomes again
wholly subsonic, and the kinetic energy exchange with

the secondary stream is not sufficient. This condition

also results in a backflow with a very high total pressure

loss across the shock.

For the other ratios, it is observed that the primary

mass flow rate m1 varies linearly with P1 (or P1/P2), in

full agreement with the one-dimensional theory. Moreo-

ver, the ejector starts to draw some fluid from the sec-
ondary inlet for a value of the ratio P1/P2 between 4

and 5 (Fig. 11). As the primary pressure increases, the

secondary mass flow rate increases too, but remains very

sensitive up to P1/P2 = 6 (Fig. 11): this is the off-design

mode. The choking of the ejector occurs for 6 < P1/

P2 < 7 where the on-design point is reached (Fig. 11,

maximum m2/m1). However, more tests will be necessary

to precisely determine the on-design value between these
two pressures. Beyond this point, the secondary mass

flow rate remains almost constant and less sensitive to

P1 (Fig. 11).

Nevertheless, it is observed that the secondary mass

flow rate may change once the entrained stream is

choked (Fig. 11), and these changes may be quite signif-

icant: the difference for the induced mass flow rate (m2)

between P1/P2 = 8 and P1/P2 = 12 is 10.7%; between
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P1/P2 = 8 and P1/P2 = 14 it is 18.6%. This fact is of pri-

mary importance because the entrainment is driven by

two effects: on one hand the flow is drawn due the low

pressure induced by the primary stream and it crosses

an equivalent critical section between the outer wall

and the core flow. On the other hand the mass of sec-
ondary fluid drawn into the ejector also depends on

the shear stress, and therefore on the contact surface, be-

tween both streams. For the cases P1/P2 = 7 and P1/

P2 = 8, the supersonic jet at the nozzle exit is very

slightly overexpanded, because streamlines tend to

slightly converge toward the jet center as can be seen

on the isoMach M = 1 (Fig. 12). For these cases, the

ejector becomes choked near the middle or in the second
half of the constant area duct. For higher pressure ratios

(for P1/P2 = 10, 12, 14), the jets become more and more

underexpanded, and therefore the flow tends to diverge

right from the nozzle exit. This divergence involves a

smaller cross-section for the secondary flow, giving rise
Fig. 12. Sonic line (isoMach M = 1) for (a) P1/P2 = 5, (b) P1
to good conditions for choking phenomenon. In these

conditions, the sonic line reaches the wall region more

upstream than for the previous pressures (P1/P2 = 7, 8)

and the ejector is then choked close to the entrance of

the mixing duct (Fig. 12). For these later cases, one

may assume that the shear stress effect is less efficient
than the pressure and critical section effect because the

contact surface between both fluids is shorter as the sec-

ondary stream becomes choked over a small distance.

Further tests will however be required to quantify

the magnitude of these two effects on the entrainment

ratio.

Finally, it is observed that the maximum m2 does not

match with the on-design point (m2/m1 maximum): P1/
P2 = 6, m2 = 0.00202kg/s and for P1/P2 = 8, m2 =

0.00206kg/s. Actually the additional amount of energy

required to compress the primary stream from P1/

P2 = 6 to P1/P2 = 8 is very important in comparison to

the gain made in terms of secondary mass flow rate.
/P2 = 6, (c) P1/P2 = 7, (d) P1/P2 = 8 and (e) P1/P2 = 10.
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5.2. CFD as a diagnosis tool for the operation of

supersonic ejectors

In the previous section, CFD was used to model ejec-

tor operation, analyse the different phenomena during

the process and assess performance. In this section, it
Fig. 13. Shock induced boundary layer separation: (a) P1/P2 = 6 (diffu
is shown how CFD can help to identify the cause of a

poor performance and to evaluate the quality of the

mixing, which is a key operation parameter.

As previously described, the performance of a super-

sonic ejector in terms of entrainment is based of an en-

ergy exchange between motive and secondary streams.
ser), (b) P1/P2 = 5 (primary nozzle) and (c) P1/P2 = 12 (diffuser).
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Fig. 12a shows that for P1/P2 = 5, the motive jet exhibits

strong shocks or Mach disk up to the third shock cell.

This represents a high irreversible energy loss that the

primary flow will not be able to exchange with the sec-

ondary stream. Indeed such strong shocks may result

in a boundary layer separation. Fig. 13b illustrates
how a Mach disk in the supersonic motive jet may in-

duce separation of the secondary flow near the primary

nozzle exit. This kind of relatively strong recirculation

may harm the secondary stream entrainment, which

may explain why such a difference exists in terms of

entrainment ratio in comparison with P1/P2 = 6. Fig.

13a shows that the occurrence of shocks in the diffuser

results in a slight boundary layer separation. However,
this separation is not critical and the boundary layer

reattaches farther downstream (Fig. 13a). On the con-

trary, for the case P1/P2 = 12, the flow Mach number

is too high at the diffuser entrance, giving rise to the
Fig. 14. Contour ((a) P1/P2 = 5, (b) P1/P2 = 6) a
occurrence of two strong shocks (Fig. 13c). At this level

of Mach number, the shock-boundary layer interaction

is important (Matsuo et al., 1999) giving rise to a bifur-

cated shock shown in Fig. 13c. This figure shows the

flow streamlines with the sonic-line highlighted. The first

Mach disk is the strongest, involving a strong boundary
layer separation. The sonic-line illustrates the bifurca-

tion point that gives rise to the flow separation (Fig.

13c). This transition toward a bifurcated shock begins

at P1/P2 = 10. Phenomena such as this have negative

consequences on ejector operation, because they limit

the entrainment ratio, and some outer fluid possibly

coming from the condenser in refrigeration applications,

can be drawn.
An other convenient tool provided by the CFD,

which may be used to evaluate stream mixing, is the

transport and diffusion of a passive scalar. When its

properties are chosen such that its inertia and diffusion
nd axial profile of the numerical colorant.
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be zero for the local flow (Eq. (15)), it can be used as a

perfect marker or numerical colorant. Fig. 14 shows re-

sults for a numerical colorant injected into the second-

ary flow, in order to characterize mixing for P1/P2 = 5

and P1/P2 = 6 cases. The contour plot for P1/P2 = 5

shows the effect of recirculation immediately down-
stream of the primary nozzle, limiting the secondary

flow rate (Fig. 14a). In addition, the results illustrate

that the mixing duct is too short to achieve proper mix-

ing between both streams (Fig. 14c). Indeed, complete

mixing begins at the end of this section or even in the

diffuser whose inlet is located at X = 48mm. In ideal

conditions, mixing should be completed at the end of

the constant area duct, in order to take advantage of
the maximum pressure recovery (Matsuo et al., 1999)

before the flow enters the diffuser. Moreover, it clearly

appears that the quality of the mixing process is better

for P1/P2 = 6 when the asymptotic values of C are high
(Fig. 14c): This parameter appears to be directly related

to the entrainment ratio. For the other P1/P2 ratio, it has

been verified that the maximum C values were below
that for P1/P2 = 6. Consequently the parameter C can
be used as stream mixing indicator, which may be used

for the ejector mixing chamber design.
6. Conclusion

The first part of this paper was concentrated on the

validation of a CFD tool for simulation, analysis and
design of supersonic ejectors in refrigeration applica-

tions. The validation was primarily focussed on the

choice of the more suitable turbulence model in terms

of correct representation of physical phenomena,

acceptable accuracy in the quantitative predictions for

design purposes (entrainment, mixing) and computa-

tional cost. It has been shown that the RNG and k–

omega–sst models were the best suited to predict the
shock phase, strength, and the mean line of pressure

recovery. However, the k–omega–sst model has further

shown better performances in term of stream mixing.

The most important drawbacks for any model is related

to its ability to correctly predict the strength of the

expansion cells. Further investigations have to be per-

formed in order to assess the importance of condensation

on the amplitude of expansion-shock cells and find out
whether a multiphase model should be considered.

In addition, the CFD-experiment integration ap-

proach allowed to evaluate the interaction between the

capillary probe and the flow, despite the fact that much

care was taken to minimize flow disturbance. In order to

study the mixing in an ejector operating with a second-

ary flow, a numerical colorant has been used. The results

were compared with those of laser tomography pictures.
The secondary pressure has been accounted for in the

comparisons. For the highest pressure, numerical results
were in excellent agreement with experimental data. But,

as the primary pressure was decreased, some discrep-

ancy between simulation and measurements was

observed for the secondary pressure. There is no satis-

factory explanation at this point for this departure from

experimental data. However, there are some aspects that
cannot be modeled such as pressure losses induced by

the upstream fluid flow and the control valve (at the sec-

ondary inlet). In addition, the tracers consisting of water

particles due to condensation or oil droplets, and used

to evaluate the non-mixing length are probably non-

ideal; their diffusion coefficient may perhaps be a func-

tion of local conditions.

The second part was devoted to the use of the vali-
dated model in order to study from a qualitative point

of view, different modes of operation of a supersonic

ejector. This study was mainly focused on a supersonic

ejector functioning as static compressor for refrigeration

applications. In this case, CFD proved its ability to

model different operation modes ranging from on-design

operation, with maximum capacity (choking), to com-

plete malfunctioning (flow rejection at the secondary
inlet, flow drawn at the outlet). Moreover, CFD has

been used to diagnose the performance (mixing quality)

or faulty operation (shock-induced flow separation).

Coupled with experimental tests, this feature can help

to efficiently improve ejector design.

Although extensive validation has been performed in

order to select a turbulence model capable of capturing

local features such as shocks locations and the non-mix-
ing length, validation tests are still required over a wide

range of operating conditions for the global operation.

A modification of the experimental setup is prepared

for this purpose to conduct new tests and investigate

the condensation problem (experimentally and numeri-

cally). In addition, a refrigeration-oriented model is

under development.
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